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Abstract 

The use of machine learning has been increasing rapidly in recent years by being more efficient in comparison 

to rule-based techniques. However, NLP (Natural Language Processing) operations generally require language 

specific solutions, especially semantic problems. Therefore, deep learning techniques are the best approach for 

detecting ambiguities in Turkish sentences as they do not need rule-based code implementations. Embedding 

word vectors are the vectorial visualizations of texts and are beneficial to analyze the word relationships in 

terms of semantics. In this study, CNN (Convolutional Neural Network) model is proposed to detect defective 

semantic expressions in Turkish sentences, and the accuracy results of the model are decided to be analyzed. 

This study makes a crucial contribution for Turkish in terms of semantic analysis and for further related 

performances.  
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1. Introduction  

Language is the most important tool in terms of narrating our senses and thoughts to others. However, the 

sentences we are forming during narrating those compositions, it is crucial that those sentences must be open and 

clear, understandable, have no unnecessary components, away from conflicts, and compatible with the grammar 

issues in terms of semantics. When a sentence has one or some of the characteristics aforementioned above, then 

that sentence has semantic ambiguity, which is called 'defective expression' that leads to communication problems.  

In the Turkish language, defective expressions are separated into two parts grammatically which are semantic 

and morphologic defective expressions. Defective expressions are generally caused by missing elements of the 

sentences, such as subjects and objects. What is more, they may be occurred due to misuse of some suffixes or 

conjunction words. In this study, we mainly focused on defective semantic expressions. In the Turkish language, 

there are seven different types of semantic ambiguities named as follows:  

 

• Use of the unnecessary word 

• Use of contrast words in terms of meaning 

• Use of the wrong word in terms of meaning 

• Use of the word in the wrong place 

• Use of the wrong idiom in terms of meaning 

• Ambiguity in meaning 

• Erroneous in word order and logic 

 

As defined above, semantic ambiguities are accurate or correctly formed sentences in terms of grammar. 

However, they generally occur due to misuse of suffixes, conflicted words, or using unnecessary additional words. 

This study suggests an approach to detect those kinds of defective expressions using deep learning techniques.   

First of all, we created a dataset that consists of 9700 Turkish sentences that are tagged as positive (not-

ambiguous) and negative (ambiguous), explained in Chapter 3 in details. However, that amount of data is 

inadequate for the model to train. Therefore the dataset was augmented up to almost 30,000 sentences by using 

the Turkish Synonym Dictionary [1]. After preprocessing the data, we created a corpus embedding Turkish word 

vectors from this dataset using the word2vec technique [2]. This is because recurrent neural network (RNN) 

models perform more accurately with word vectors than the sentences themselves. As for the code 

implementation, the python programming language is used with the other essential libraries such as Keras, 

Tensorflow, etc.  

Convolutional neural networks (CNN) utilize layers with convolving filters applied to local features [3]. 

Despite being invented for computer vision in the first place, CNN models have been proven to be effective for 

NLP operations and have accomplished crucial results in semantic parsing [4], search query retrieval [5], sentence 

modeling [6], and other traditional NLP tasks [7].  
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In this study, we will discuss 1 – dimension form of the CNN (Conv1D) approach to detect semantic 

ambiguities because text data are the word sequences that only have 1-dimension. As for the flow of the algorithm, 

each sentence of the dataset is transformed into vectors using the embedding word corpus. After that, the data 

divided into two parts as training set and test set with their labels. Finally, training set will be used to train the 

model, and a test set will validate the model to measure the accuracy.  

Consequently, the main goal is to combine the semantic knowledge of  Turkish with artificial intelligence 

techniques. Thus, we will be one-step closer to create Turkish WordNet by the contribution of this study. 

2. Previous Studies 

 In the study of Ferrari & Esuli [8], the language-specific ambiguities in requirements elicitations have been 

analyzed. Two different approaches are proposed, which are Language Model Generation and Cross-Domain 

Term Selection. The main idea is to detect the terms that occur in all domains or specific ones. Ambiguous words 

in seven different elicitation scenario within five domains of interest have been ranked by ambiguity scores using 

word embeddings that measure the differences of use of a word and estimate its potential ambiguity. In the 

evaluation phase, the ambiguity rankings are compared. Even though there are some acceptable accuracy results 

in a few elicitations, such as 81% or 88%, the approach was not successful enough in terms of performance for 

several elicitations.  

The review study of Bano [9] focuses on ambiguities in the documents of requirement engineering. A mapping 

approach has been applied that focuses on NLP techniques for ambiguity detection. 174 literature reviews 

published during 1995 – 2015 have been resulted in the systematic search, and 28 of them have been selected to 

be analyzed in terms of ambiguities and detection techniques. The result shows that 81% of the techniques detect 

ambiguities such as Alpino Tools, Wordnet, LOLITA (Large-scale Object-based Linguistic Interactor Translator 

Analyser), Knowledge Graph and etc. However, the study also addresses a lack of NLP tools and techniques for 

addressing the ambiguities in requirements. 

The empirical study of Hoceini, et al. [10] proposes a technique for disambiguation in no-vowel-Arabic text 

data. The proposed method is a combination of decision theory and MCDA (Multiple Criteria Decision-Aid) in 

order to develop a coherent system that integrates contextual data analysis into decision making in case of 

ambiguity. The used techniques are Probabilistic Hidden Markov Model, N-grams, rule-based linguistic 

constraints, etc. The main idea is the multi-scenario classification of ambiguity cases in the texts and determine 

the best performance to reduce the candidate scenarios. 

3. Methodology  

Deep learning is a machine learning technique that helps us train the artificial intelligence model, which will 

estimate the result with the input data. This technique requires no rule-based parameter of configurations in 

correspondent to the semantic issues, which means there is no need to implement the code for grammar rules. 

This state of art technique opened a new vantage point for the researchers, especially in NLP field as the language 

itself is a living existence, and the semantics of the words and phrases change from generation to generation 

inevitably. In the following sections, the dataset and corpus formations, Conv1D approach, and the algorithm flow 

will be explained in detail. 

3.1. Dataset and Corpus Preparation 

3.1.1. Dataset and corpus preparation 

Dataset or input data is the most important component for training the deep learning model. Even if the well 

configured learning model were created, it would never have the optimum accuracy due to the inadequacy of the 

input data because the model is as successful as its input data which train it.  

This study requires a comprehensive dataset to be used for training the model, and we needed thousands of 

ambiguous and not-ambiguous sentences. However, there exists no dataset study previously collected for this 

purpose. Thus we had to individually collect all the sentences and mark them whether they have ambiguities or 

not. First of all, almost 50 different sources from several websites of schools, courses, and even the official exam 

center of Turkey (OSYM) have been investigated, and as a result of almost 3-month research, 9700 sentences, 

almost half of which have ambiguities, have been collected. That amount of sentences for an RNN model is 

insufficient in general. Therefore a data augmentation operation was held by using the Turkish Synonym 

Dictionary. As a result, the dataset has been augmented from 9700 sentences to 30,000 sentences. Finally, 
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preprocess operations of the dataset have been performed, such as correction of misspelled words or omitting 

stop-words and punctuation marks, etc. 

 

 
Figure 1. Samples of input data. 

3.1.2. Word embeddings as corpus 

Word2Vec is a technique that reveals the relationship between words in a sentence by transferring each word 

into a fixed-size numeric-value vectors called word embeddings. It helps the model to measure the distance 

relations of the words in the analyzed texts in terms of semantics, and those measured values can be easily 

visualized. With the help of this technique, we can develop a recommendation system by finding the nearest words 

to the reference word.  

In this study, we performed word2vec approach with 200-dimensions using CBOW (Continuous Bag-of-

Words) technique to generate a corpus. The window size, which addresses the context, is specified as five words, 

which means that while a word's vector is calculated, the surrounding five words before and after have been 

determined as context. This corpus is used to generate the embedding matrix from the dataset in order to train the 

models. 

3.2. Conv1D Approach 

Convolutional Neural Network is generally used in computer vision operations, especially in image 

classifications where data is processed in the form of 2-dimensions [11]. Text data, on the other hand, have only 

1-dimension in the form of the word sequence. Thus Conv1D is implemented due to the suitability for the 

characteristics of the text data [1] [12]. The reason why Conv1D approach has been chosen is because the model 

has great performance and success in NLP tasks such as text classifications and sentiment analysis [13] [14], text 

categorizations [15], and many others [16]. 

In the experimental phase of this research, several number of convolution layers with the ‘relu (Rectified Linear 

Unit)’ activation function, variations of filter values, and kernel sizes have been analyzed and tested. 

MaxPooling1D is the pooling layer that performs pooling operations. In order to avoid overfitting, the dropout 

layer, which is adjusted with the value of '0.5', is applied. The Flatten layer is used to make the multidimensional 

output linear to pass it onto the dense layer, the model functioning layer as a classifier with 'softmax activation' 

function.  

3.3. Model Implementation 

This study is a text classification approach in terms of semantics that detects Defective Expressions in Turkish 

sentences. The classification results in two classes; 'POSITIVE,' which means the sentence has no defective 

expression, and 'NEGATIVE' that is the sentence that has defective expression. The workflow that we 

implemented starts with the data preprocess, then creating the embedding matrix by using the embedding corpus, 

and finally train and test operations as seen on Figure 2. 
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Figure 2. The flow diagram of the learning model. 

 

First of all, the input data are preprocessed to be prepared for the classification. Thus the output data will have 

a new form which makes the dataset understandable for the classification model as input. After that, in order to 

prepare the Embedding Layer of the model, and embedding matrix is created from each sentence in the dataset by 

using embedding vector corpus. 

In model determination, we implemented the Conv1D model based on the text classification example from 

Keras Documentation as model baseline [17] [2]. Then we performed some changes on the layers, such as adding 

Embedding Layer as the first layer that will provide the weights on the model. After that, we performed several 

value trials on the hyper-parameters of the model, explained in chapter4 in details, in order to determine the best 

performance.  

4. Results  

4.1. Model Preparation 

The sentences used as input data in this research to train and test the model have been gathered together from 

different sources through manual investigation because there has been no such dataset available in the literature. 

As the result of this investigation, there have been 9710 Turkish sentences, almost half of them have defective 

expressions. As this number of sentences is insufficient for model training, we performed data augmentation using 

the Turkish Synonym dictionary. Thus we finally acquired 29756 sentences with labels, which are then split into 

training for 20829 sentences and testing for 8927 sentences. Before they are processed by the model, we performed 

data preprocess operations which include punctuation and stop-word omitting, lexical sentence correction and etc. 

The empirical model preparation consists of adjusting several values on hyper-parameter such as number of 

filters, kernel sizes, and pooling sizes. In order to get better performance, we try to focus on testing the hyper-

parameters in range of slight increase and decrease of the base values with the fixed parameters such as learning 

rate of ‘0,001’, dropout layer of ‘0.5’, batch size of ‘85’ and the number of epoch ‘50 times’ using ‘MSE (Mean 

Squared Error)’ loss function, ‘Softmax’ activation function and ‘Adam’ optimizer. The aforementioned empirical 

trials have all been performed to determine which scenario resulted the best performance in terms of model 

accuracy and validation loss. 

4.2. Evaluation and Discussion 

The experimental results of hyper-parameter tunings are listed in Table 1. This table also shows the best 

performances according to the number of convolutional layers of the model.  Experiment 17 (Exp17) is resulted 

as the best performance that uses three convolutional layers and the same number of kernel sizes and pool sizes.  

The next best scenarios after Exp17 are Exp3 that has one convolutional layer, and Exp11 that has two 

convolutional layers respectively. The first three best experiments are all have the kernel size value(s) of 128. 

When analyzing the results in terms of the number of convolutional layers; the one-layer and two-layer results 

show that the model accuracy gets generally higher when increasing the number of filters of the layers. On the 

other hand, increase in the number of filters did not increase the model accuracy when analyzing the three-layer 

experiments. As seen in Exp18 and Exp19, even though the same patterns of both kernel sizes and pool sizes are 

applied with Exp17, their model accuracies performed a clear decrease. In conclusion, the results show that the 

used patterns of kernel sizes and pool sizes in the best performance of three-layer convolutional model have the 

optimal values and this model can be used as a solution approach for this research. 
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Table 1. Experimental results of the model. 

Experiment (E) Conv1D filters Kernel sizes Pooling sizes Validation accuracy Validation loss. 

Exp1 64 3 2 0.8248 0.1283 

Exp2 64 3 3 0.8167 0.1327 

Exp3 128 3 2 0.8432 0.1207 

Exp4 128 3 3 0.8345 0.1213 

      

Exp5 64, 64 3, 2 2, 2 0.8198 0.1294 

Exp6 64, 64 3, 3 2, 2 0.8018 0.1407 

Exp7 64, 64 3, 3 2, 3 0.7918 0.1451 

Exp8 64, 64 3, 3 3, 2 0.8177 0.1339 

Exp9 64, 128 3, 2 2, 2 0.8100 0.1346 

Exp10 64, 128 3, 3 3, 2 0.8276 0.1245 

Exp11 128, 128 3, 2 2, 2 0.8374 0.1228 

Exp12 128, 128 3, 3 3, 2 0.8247 0.1251 

      

Exp13 64, 64, 64 3, 3, 2 3, 2, 2 0.8054 0.1365 

Exp14 64, 64, 64 2, 3, 2 3, 2, 2 0.7912 0.1438 

Exp15 64, 64, 128 3, 3, 2 3, 2, 2 0.8142 0.1323 

Exp16 64, 128, 128 3, 3, 2 3, 2, 2 0.8244 0.1237 

Exp17 128, 128, 128 3, 3, 2 3, 2, 2 0.8433 0.1217 

Exp18 64, 128, 256 3, 3, 2 3, 2, 2 0.8125 0.1322 

Exp19 256, 256, 256 3, 3, 2 3, 2, 2 0.8325 0.1165 

 

5. Conclusion  

In the light of the results of this research, it is clearly interpreted that Conv1D approach with word embeddings 

is compatible to use as a model in detecting defective expressions in Turkish sentences. The best performance in 

terms of model accuracy is adjusted after several experimental tests. This research also showed that an increase 

in filters generally results in better performance when adjusting the compatible values for kernel size and pool 

size.  

It is also predicted that the tested values of hyper-parameters are in a specific range, thus making further 

experimental trials by using a wider range of values with this model may result in potential better performances. 

Yet this study is a huge contribution to Turkish semantic NLP and a source for other researchers who studies in 

this field.   
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